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RESUMO

Rodrigues, C. P. Identificagcdo de discursos de 6dio em Redes Sociais. 2023. 61p.
Monografia (MBA em Inteligéncia Artificial e Big Data) - Instituto de Ciéncias
Matematicas e de Computacao, Universidade de Sao Paulo, Sao Carlos, 2023.

A crescente ubiquidade das redes sociais transformou-as em um meio poderoso de expressao,
comunicagdo e compartilhamento de informagoes em todo o mundo. No entanto, essa
disseminac¢ao macica de contetido digital também trouxe consigo um desafio critico: a
proliferacao de discursos de 6dio e contetido prejudicial nas plataformas de midia social.
Esses discursos nao apenas corroem o ambiente online, mas também tém o potencial de
incitar violéncia, promover a discriminagao e prejudicar comunidades inteiras. Portanto,
a deteccao eficaz de discursos de 6dio em redes sociais tornou-se uma questao impera-
tiva. Este projeto de pesquisa se dedica a deteccao de discursos de 6dio em tweets em
inglés coletados da plataforma Twitter. Foram abordadas técnicas de Processamento de
Linguagem Natural (PLN), que inclui normalizacdo de texto, tokenizacao e vetorizagao.
Também foi implementado o balanceamento de dados usando a técnica Synthetic Minority
Over-sampling Technique (SMOTE), gerando amostras sintéticas da classe alvo. A me-
todologia inclui a aplicagao e analise comparativa de trés algoritmos de aprendizado de
maquina: Support Vector Machine (SVM), Regressao Logistica (LR) e Naive Bayes (NB).
Essa andlise foi conduzida em dois cendrios distintos: um com amostras sintéticas (Grupo
A) e outro apenas com amostras originais (Grupo B). Dado que o objetivo principal deste
estudo ¢ a identificagdo precisa de discursos de d6dio, o recall é uma métrica de avaliacao de
relevancia significativa para os modelos. Os resultados indicaram que o balanceamento de
dados no Grupo A resultou em melhorias substanciais no recall para todos os algoritmos,
tornando-os mais eficazes na identificagdo de discursos de 6dio. Por outro lado, os modelos
no Grupo B demonstraram altas taxas de precisdo, mas com recall notavelmente inferior,
sugerindo uma tendéncia a classificar erroneamente muitos exemplos de discursos de 6dio
como contetido nao ofensivo. O algoritmo Naive Bayes registrou resultados superiores
em termos de recall, com uma pontuagao de 0.88 e uma precisao de 0.4, mas destaca-se
também o modelo de Regressao Logistica com um recall de 0.6, precisao de 0.68 e F1l-score
de 0.64, apresentando uma performance mais equilibrada na tarefa de classificacao. Este
estudo oferece insights para a compreensao da eficicia das abordagens de classificacdo na
detecgao de discursos de 6dio em midias sociais e ressalta a importancia do balanceamento

de dados para aprimorar o desempenho desses modelos.

Palavras-chave: Deteccao de discurso de 6dio, Processamento de Linguagem Natural,
Balanceamento de dados, Aprendizado de Maquina, Regressao Logistica, SVM, Naive-

Bayes.






ABSTRACT

Rodrigues, C. P. Identification of hate speech on Social Media. 2023. 61p.
Monograph (MBA in Artificial Intelligence and Big Data) - Instituto de Ciéncias
Matematicas e de Computacao, Universidade de Sao Paulo, Sao Carlos, 2023.

The increasing ubiquity of social media has transformed them into a powerful means of
expression, communication, and information sharing worldwide. However, this massive
dissemination of digital content has also brought a critical challenge: the proliferation
of hate speech and harmful content on social media platforms. These speeches not only
erode the online environment but also have the potential to incite violence, promote
discrimination, and harm entire communities. Therefore, the effective detection of hate
speech on social networks has become an imperative issue. This research project is
dedicated to the detection of hate speech in English tweets collected from the Twitter
platform. Natural Language Processing (NLP) techniques were employed, including text
normalization, tokenization, and vectorization. Data balancing was also implemented using
the Synthetic Minority Over-sampling Technique (SMOTE), generating synthetic samples
of the target class. The methodology involves the application and comparative analysis of
three machine learning algorithms: Support Vector Machine (SVM), Logistic Regression
(LR), and Naive Bayes (NB). This analysis was conducted in two distinct scenarios: one
with synthetic samples (Group A) and another with only original samples (Group B).
Given that the main objective of this study is the accurate identification of hate speech,
recall is a metric of significant relevance for the models. The results indicated that data
balancing in Group A resulted in substantial improvements in recall for all algorithms,
making them more effective in identifying hate speech. On the other hand, models in
Group B demonstrated high accuracy rates but with notably lower recall, suggesting a
tendency to misclassify many instances of hate speech as non-offensive content. The Naive
Bayes algorithm recorded superior results in terms of recall, with a score of 0.88 and a
precision of 0.4. Additionally, the Logistic Regression model stood out with a recall of
0.6, precision of 0.68, and an F1-score of 0.64, presenting a more balanced performance in
the classification task. This study provides insights into the effectiveness of classification
approaches in detecting hate speech on social media and underscores the importance of

data balancing to enhance the performance of these models.

Keywords: Hate speech detection, Natural Language Processing, Data balancing, Machine

Learning, Logistic Regression, SVM, Naive-Bayes.
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1 INTRODUCAO

As redes sociais vém desempenhando um papel importante na vida pessoal e
profissional das pessoas, ganhando um espaco cada vez maior no dia a dia da populacao.
Entre a variedade de facilidades que as redes sociais proporcionam estao a conexao com
outras pessoas ao redor do mundo, o compartilhamento de informacgoes, o entretenimento

e a comercializacao de marcas e produtos.

A facilidade de acesso a essas informagoes compartilhadas e o contato com grupos
e pessoas com interesses comuns, ainda que possa ser benéfica, pode também facilitar e
instigar a propagacao de noticias falsas e discursos de 6dio contra individuos. A Organizacao
das Nagoes Unidas (ONU) define o discurso de édio como “qualquer tipo de comunicagao,
seja oral ou escrita, —ou também comportamental—, que ataque ou use linguagem
pejorativa ou discriminatoria em referéncia a uma pessoa ou grupo com base no que sao,
ou seja, com base em sua religido, etnia, nacionalidade origem, raga, cor, ascendéncia,

género ou outras formas de identidade”.

A propagacao de discursos de 6dio nas redes sociais pode ocorrer de diversas
maneiras, que incluem postagens pessoais, compartilhamento direto de imagens e contetidos
contendo manifestacoes de 6dio, comentarios e respostas em postagens de outros usuarios,
o que pode levar também a organizacoes de grupos de 6dio, que se coordenam para
promover discursos de preconceito e intolerancia. Algoritmos de recomendagao também
podem contribuir para a disseminacao de discursos de 6dio, sugerindo conteidos similares
a usuarios que ja demonstram interesse por esse tema. A intensificagdo da disseminacao de
discursos de 6dio pode desencadear consequéncias ainda mais graves, levando a situacoes
em que individuos cometem crimes de 6dio, que sao atos criminosos motivados por
preconceito ou intolerancia direcionados a grupos especificos de pessoas. Os crimes de
odio sao caracterizados por dois elementos essenciais: a pratica de uma infracao criminal
e a presenca de uma motivacao preconceituosa. Segundo a Organization for Security
and Cooperation in Europe (OSCE), um crime de édio ocorre quando um perpetrador
intencionalmente direciona suas agdes contra um individuo ou propriedade devido a um ou
mais tragos identitarios, expressando hostilidade em relacao a esses aspectos identitarios

durante a execucao do crime.

Discursos de 6dio também podem ser propagados de forma velada por meio de
mensagens que usam palavras ou frases que aparentemente sao inocentes, mas que carregam
conotagoes negativas dirigidas a uma pessoa ou grupo especifico. Alguns usuarios, com
objetivo de driblar algoritmos usados para identificacao de este tipo de contetido nas redes
sociais, substituem letras por simbolos em palavras usadas para discursos de 6dio, ou

substituem palavras que fazem referéncia a grupos especificos para postar contetidos de
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preconceito dirigidos a esses grupos em forma de cédigos. Magu, Joshi and Luo (2017)
apresentaram alguns dos c6digos mais usados identificados na rede social twiter para fazer

referéncia a comunidades em postagens de 6dio, no idioma inglés.

Code word | Actual word
Google Black
Yahoo Mexican
Skype Jew
Bing Chinese
Skittle Muslim
Butterfly Gay

Figura 1 — Palavras-codigos comumente usadas em referéncia a comunidades em Redes
Sociais

A propagacao deste tipo de conteudo pode ser facilitada por algumas caracteristicas
das redes sociais, como por exemplo a possibilidade de realizar postagens anénimas ou com
usuarios falsos, dificultando o rastreio e a identificacao direta de usudrios que propagam
contetuidos de 6dio. O uso de trolls e bots também pode contribuir para disseminar discursos
de 6dio e desinformacao nas redes sociais, criado um ambiente hostil para os usuarios e
vitimas desse preconceito. A propagacao de discursos de 6dio pode ocorrer em qualquer
rede social. O maior ou menor uso de uma rede em especifico para propagar esse tipo de
contetdo pode ser influenciada por diversos fatores, como por exemplo cultura, quantidade

de usudrios e as normas e politicas de moderacao de contetido de cada rede social.

Um estudo feito por Silva and Roman (2021) mostrou que, entre as principais redes
sociais usadas atualmente, estudos de identificagao de discursos de 6dio se concentram
principalmente em contetdos extraidos das redes Twitter e Facebook, ja que nessas redes
as postagens sao realizadas principalmente por meio de textos, enquanto que em outras
redes como Instagram e Youtube, as postagens sdo acompanhadas de imagens e/ou videos,
o que poderia dificultar e complicar as analises de conteiido, uma vez que seria necessario

combinar e processar esses dados com os textos que os acompanham.

1.1 Justificativa e Motivacao

Os discursos de 6dio sao discursos que expressam intolerancia, preconceito e
hostilidade a certos grupos de pessoas. Tais discursos podem levar a discriminagao, violéncia
e exclusao desses grupos, podendo ter um impacto significativo na saide mental e na
seguranga de usuarios online e offline, bem como prejudicar a coesao social e ferir os

direitos humanos.

Por essa razao, a deteccao e o combate aos discursos de 6dio é uma tarefa funda-
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mental para garantir a seguranca e proteger a dignidade e os direitos humanos de todos os
individuos, independentemente de suas caracteristicas e crengas pessoais, em ambientes

virtuais.

A utilizagao de técnicas de Processamento de Linguagem Natural (PLN) é uma
ferramenta apropriada para a deteccao de discursos de 6dio em larga escala, uma vez
que permite a analise de grandes volumes de textos e a identificacao de padroes que
podem indicar a presenca de contetidos de preconceito e intolerancia, aplicando algoritmos
de aprendizado de maquinas e técnicas de mineracao de dados para a identificacao de
palavras e frases que sao frequentemente associadas a discursos de 6dio. A identificacao de
discursos de 6dio usando PLN também podera contribuir para a prevencao da propagacao
de violéncia e preconceitos contra grupos especificos, permitindo o reconhecimento de
contetudos ofensivos e a aplicacdo de medidas corretivas adequadas, que podem incluir a
remocao do conteuido, o bloqueio de usuérios e a identificacdo de grupos e comunidades

online que propagam esse tipo de discurso.

Dessa forma, este projeto podera impactar significativamente na identificacao e
remocao de contetidos com teor negativo, contribuindo para a promoc¢ao de um ambiente

virtual mais sano e respeitoso.

1.2 Objetivos

Este projeto de pesquisa tem como objetivo explorar as técnicas de PLN mais
recentes para detectar discursos de 6dio em postagens do tipo tweets, extraidos da rede
social Twitter, desenvolvendo um sistema automatizado que possa analisar grandes volumes
de textos em ambientes virtuais e identificar conteudos que sao classificados como discursos
de 6dio, ou seja, que promovam algum tipo de intolerancia, preconceito ou hostilidade
em relacao a determinado grupo social com base em sua raga, género, crenga, orientacao

sexual ou outro.
Para alcancar estes objetivos, serao usados técnicas de PLN, como:

1. Pré-processamento de texto: responsavel por preparar os textos para analise,

incluindo a remocao de pontuacdo, a lematizacao e a tokenizacao.

2. Algoritmos de classificacao: responsaveis por classificar o texto em categorias,
como "discurso de 6dio"ou "contetido seguro’. Alguns exemplos de algoritmos de classificagao

incluem SVM (Support Vector Machines), Regressao Logistica e Naive Bayes.
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2 FUNDAMENTACAO TEORICA

2.1 Mineracao de dados

A quantidade de dados gerados atualmente é imensa, o que incluiu os dados gerados
por redes sociais, como por exemplo o Twitter e Facebook. Em média 350.000 tweets sao
feitos por minuto, correspondendo a aproximadamente 500 milhoes de tweets por dia.
Toda essa quantidade de dados gerados deve ser analisada e processada para a extracao
de padroes, transformando-se assim em informacgoes que podem ser usadas para a toma de

decisoOes.

Um dos processos para manipular e analisar essa grande quantidade de dados é a
chamada mineracao de dados. Segundo Kaufman and Rousseeuw (2009) a mineragao de
dados “(...) é definido como o processo de descobrimento de padrées nos dados. O processo
deve ser automatico ou (mais comumente) semiautomatico. Os padroes descobertos devem
ser significantes de modo que levem a alguma vantagem, geralmente uma vantagem
economica”. Dessa forma, a aplicacdo de técnicas de mineracao de dados pode auxiliar na
transformagao dessa grande quantidade de dados em informacdes e conhecimentos tteis

para a resolucao de problemas e tomada de decisoes.

Os dados usados nos processos de mineragao de dados podem ser classificados como
estruturados, semi-estruturados ou nao estruturados. Dados estruturados sao aqueles que
seguem formatos e esquemas especificos e definidos, podendo ser armazenados em tabelas
ou banco de dados relacionais. Dados semi-estruturados possuem alguma estrutura, porém
nao seguem um padrao definido. Dados nao estruturados sao dados que nao possuem uma
estrutura ou um padrao bem definido, podendo ser compostos por diferentes elementos
dentro de um todo. Exemplos de dados nao estruturados incluem e-mails, dudios, imagens,

videos, posts de redes sociais, entre outros.

Devido a sua estrutura definida, os dados estruturados sao mais facilmente analisa-
dos através da aplicagao de processos de mineracao de dados. Por outro lado, a anélise
de dados nao estruturados torna-se mais complexa devido a falta de padronizacao em
seu conteudo. A mineracao de texto pode ser vista como uma subarea da mineracao de
dados, diferenciando-se principalmente pelo tipo de dados manipulados (néo estruturados
versus estruturados) e pelas etapas de pré-processamento. Estas etapas visam aplicar
métodos para obter uma representacao estruturada dos textos, facilitando, assim, a anélise
e extragao de informagoes significativas a partir de dados textuais (Sinoara, Marcacini
and Rezende (2021)). Por esse motivo, para a andalise de dados nao estruturados se faz
necessario a aplicagao de técnicas especificas de mineragao de texto , como por exemplo as

tecnologias de Processamento de Linguagem Natural (PLN) e técnicas de Aprendizado de
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Maquinas (AM).

2.2 Mineracao de textos

Para Feldman (2013), a mineragao de textos pode ser definida como um método de
extracao de informagoes a partir de banco de dados nao estruturados ou semi-estruturados.
Dessa forma, a aplicagao de técnicas de mineragao de textos para se analisar grandes

volumes de dados provenientes de redes sociais pode ser indicado.

Ainda segundo Feldman (2013), a andlise de textos pode ocorrer em trés diferentes
niveis, sendo a nivel de documento, que consiste em classificar um documento como um
todo de acordo ao tipo de sentimento que ele expressa (por exemplo uma classificagdo em
sentimentos positivos, negativos ou neutros), a nivel de sentenga, analisando uma sentenga
especifica de um documento e a nivel entidade ou aspecto, que analisa todas as expressoes

presentes em um documento.

Morais and Ambrésio (2007) descrevem as etapas de mineragao de texto como
sendo: sele¢ao do documento, definicdo do tipo de abordagem dos dados, preparagao dos
dados, indexacao e normalizacao, calculo da relevancia dos termos, selecao dos termos e
pos-processamento. Logo, se deve definir o tipo de abordagem que sera utilizado para a
analise dos dados textuais, podendo esta ser do tipo seméntica, baseada na funcionalidade
dos termos encontrados no texto ou do tipo estatistica, baseada na frequéncia dos termos.

Ambas as técnicas podem ser usadas separadamente ou combinadas.

2.3 Pré-processamento

Para Rezende, Marcacini and Moura (2011), conjuntos de documentos de textos
sao representados por grandes nimeros de atributos, o que pode dificultar a caracterizacao
do texto em andlise. Os textos podem conter um ou mais atributos irrelevantes para o

processo de classificacao.

O pré-processamento de textos é uma etapa importante no PLN que tem como
objetivo preparar o texto para andlise, removendo informacdes irrelevantes e transformando
o dado a um formato mais estruturado para seu posterior processamento. Alguns passos

do pré-processamento incluem:

1. Remocao de pontuacoes e caracteres especiais, como por exemplo “%”,”&”,”$".

2. Remocao das chamadas stopwords, que sao palavras que conectam as demais palavras

de uma sentenca e nao aportam com informacao relevante para a analise.

3. Normalizacdo de palavras, convertendo palavras de diferentes formas ou ortografias

em uma forma padronizada, por exemplo transformando palavras no plural em
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seu formato singular (como exemplo, as palavras arvore e arvores serao todas

padronizadas para o formato arvore).

4. Stemming, processo de reduzir as palavras as suas raizes, removendo prefixos e
sufixos para reducao da variacao. Um exemplo de stemming aplicado as variacoes
das palavras “amigo”, “amiga”; “amigos”, “amigavel” reduzira todas ao formato base

de “amig”.

5. Lematizacao, processo de reducao das palavras a sua forma base, ou lemma, conside-
? ) )
rando sua morfologia e classificacdo vocabular. Por exemplo, se considerarmos as
alavras “aprendendo”, “aprendiz”, “aprendido” e “aprendizado”, a palavra base é
) ) Y
sempre “aprender”. O processo de lematizacao ira aplicar este mesmo conceito as

palavras identificadas no texto a ser analisado.

6. Tokenizacgdo, que consiste em dividir o texto em unidades menores de significado,
como palavras ou frases, ajudando a estruturar o texto que alimentara os modelos
de NPL aplicados.

7. Vetorizacao, processo de transformar o texto em uma representagao numeérica, que
serd mais bem compreendida por algoritmos de NPL, criando vetores de palavras ou

frases.

Desta forma, o objetivo de realizar um pré-processamento de dados textuais nao-
estruturados é extrair uma representacao estruturada e manipulavel que preserve as
principais caracteristicas dos dados para sua anéalise por algoritmos de NPL (Rezende et
al, 2011).

2.4 Processamento de Linguagem Natural (PLN)

Processamento de Linguagem Natural (PLN) é um campo de estudo que tem como
objetivo o desenvolvimento de programas e algoritmos que sejam capazes de entender e
interpretar a linguagem humana. Trata-se de uma area multidisciplinar, com aplicagoes

nas areas de Computacao, Linguistica, Estatistica, Psicologia, entre outras.

As aplicagoes de técnicas de NPL (do inglés, Natural Procesing Language) sao
complexas devido a que essa area envolve a compreensao de uma das mais complexas
habilidades do ser humano: a linguagem. A linguagem possui uma imensa variedade
de idiomas e dialetos, que sao falados em todo o mundo, tendo cada uma delas suas

particularidades de estrutura gramatical, vocabulario e regras de sintaxe.

Por outro lado, linguagens também sao ricas em ambiguidades, ironias, sarcasmos e
metaforas que, ainda que fazem parte da comunicagao entre seres humanos, pode ser muito
dificil para a compreensao por parte de uma maquina. Nao obstante, palavras também

podem ter seu significado alterado de acordo ao contexto ao qual sao inseridas.
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No caso de identificacao de discursos de 6dio em textos extraidos de redes sociais,
esta tarefa também pode ser complexa levando em consideragdo que palavras podem ser

usadas de forma negativa com conotacao preconceituosa se usadas fora de contexto.

Na imagem abaixo é possivel observar um tweet, no idioma portugués, postado

) b
por um usuario em sua rede social e que pode ser considerado como conteudo ofensivo e
discurso de 6dio contra pessoas pretas. Ainda que para humanos seja facil identificar que as
palavras como “preto” e “macaquinho” foram usadas em um contexto com objetivo ofensivo

e discriminatério, a mesma interpretacao para uma maquina pode ser mais complexa.

eae pretao pretao seu macacéao vc e da angola pg nao e
possivel alguem ser tao PRETO assim tinha que ser um
macaquinho africano memso kkkkkkk macaquinho uaaar
uaaar come banana filo da puta tu ttransimte ebola ate
pro humano mais resistente possivel seu pretinh filho da
puta negr

2:03 PM - 15 de nov de 2019 - Twitter for iPad

Figura 2 — Contetdo racista postado por usuario na plataforma Twitter

Mesmo com toda essa complexidade, muitos algoritmos de NPL sao capazes de
identificar palavras ou contetidos de 6dio em redes sociais, e sdo usados para eliminar
este tipo de conteiido de suas plataformas. A propria rede Twitter afirma ter um sistema
de identificagdo de conteiido de 6dio, além de prover a seus usuarios a possibilidade de
denunciar possiveis violacoes as regras da plataforma, as quais serao aplicadas medidas

tais como a remocao do contetudo e o banimento do usuario.

2.5 Aprendizado de Maquinas

O aprendizado de maquina concentra-se em capacitar os computadores a aprender a
partir de dados, de modo que possam melhorar suas performances em tarefas especificas ao
longo do tempo. Em vez de serem explicitamente programados para realizar uma tarefa, os
sistemas de aprendizado de maquina sao projetados para aprender padroes e regras a partir
dos dados disponiveis. Isso é alcancado por meio da construcao de algoritmos e modelos que
podem generalizar a partir dos exemplos observados, permitindo que esses sistemas tomem
decisoes ou facam previsdes a novos dados nao vistos anteriormente. O aprendizado de
maquina é amplamente aplicado em uma variedade de campos, incluindo reconhecimento
de padroes, processamento de linguagem natural, visao computacional, analise de dados,
otimizagao, entre outros, desempenhando um papel fundamental na resolucao de problemas
complexos e na extracao de insights valiosos a partir de grandes volumes de informacoes.
Os métodos de aprendizado de méquina tém assumido um espaco consideravel na aplicagao
de tarefas relacionadas ao agrupamento e classificacao de texto. Algoritmos como o Naive

Bayes, Support Vector Machines (SVM), bem como as Redes Neurais Profundas, que



29

incluem arquiteturas como LSTM, GRU e RCNN, além de modelos fundamentados em
arvores de decisao, estdo se destacando nesse contexto (KOWSARI; HEIDARYSAFA,
2019). Essa ampla variedade de técnicas oferece um conjunto diversificado de solugdes

para lidar com a complexidade e a natureza nao estruturada dos dados textuais.

Os algoritmos de machine learning podem ser categorizados com base na necessidade

ou nao de treinamentos com supervisao humana, sendo eles:

2.5.1 Aprendizado Supervisionado

No campo do aprendizado supervisionado, um modelo é treinado com um conjunto
de dados rotulados, ou seja, dados de entrada e saida conhecidos, e em seguida ¢ capaz
de fazer previsoes sobre novos dados apresentados com base no que aprendeu na fase de
treinamento com os dados fornecidos. Destacam-se dois tipos primérios de tarefas, com
base na natureza das saidas desejadas: a primeira categoria é a classificagao, na qual
um modelo é treinado com dados rotulados para categorizar novos dados em categorias
discretas ou réotulos pré-definidos; a segunda categoria seria a regressao, a qual envolve
treinar o modelo com dados rotulados para fazer previsoes de valores numéricos continuos
ou escalares. A principal distingdo entre essas categorias reside nas saidas a serem previstas,

independentemente do tipo de dado de entrada.

Alguns exemplos de aprendizado supervisionado incluem regressao linear, regressao

logistica, Support Vector Machines (SVM), arvores de decisao e redes neurais.

2.5.2  Aprendizado Nao-supervisionado

Diferente do aprendizado supervisionado, nos modelos de aprendizado nao su-
pervisionado o modelo ¢ treinado com um conjunto de dado de entrada nao rotulados,
buscando descobrir padroes e estruturas ocultas nos dados. Exemplos de algoritmos de
aprendizado nao supervisionado incluem clustering, analise de componentes principais

(PCA), associacao de regras e redes neurais auto-organizaveis.

2.5.3 Aprendizado Semi-supervisionado

Este tipo de aprendizado é um modelo intermediario entre o supervisionado e
nao-supervisionado, ja que utiliza dados rotulados e nao rotulados.O modelo aproveita a

informacgao nao rotulada para melhorar seu desempenho. Alguns exemplos de algoritmos
semisupervisionados sao SEEDED-K-means, COP-k-means, CONSTRAINED-k-means.

2.5.4 Aprendizado por Reforco

Um modelo é treinado sobre aprendizado por reforco quando ¢é forcado a tomar
acoes e decisdoes em um ambiente dinamico e incerto, recebendo um feedback, que pode

ser em forma de recompensa ou penalidade, para cada decisdo tomada. O objetivo do
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modelo sera aprender uma estratégica que ird maximizar as recompensas totais obtidas
com o tempo. Exemplos de modelos de aprendizado por reforgo sdo Q-leaning, SARSA e

métodos de Monte Carlo.
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3 TRABALHOS RELACIONADOS

Malmasi and Zampieri (2017) realizaram um estudo para identificar discursos de
odio em redes sociais e distingui-los de discursos gerais contendo vocabulario profano. O
objetivo desse estudo foi estabelecer linhas de base lexicais para a tarefa de identificacao

de discursos de 6dio, aplicando métodos de classificacdo supervisionados.

Para este estudo, os autores utilizaram um dataset criado e disponibilizado por
Davdson et al (2017), contendendo aproximadamente 14.000 tweets em idioma inglés. Os

tweets foram classificados de acordo a trés categorias, sendo elas:
HATE: tweets que contém conteudos de discurso de édio.
OFFENSIVE: tweets que contém linguagem ofensiva, mas nao discursos de 6dio.
OK: sem nenhum contetido ofensivo.

Cada instancia do dataset contém o texto proveniente do tweet postado na rede
social e a classificagdo dentre as trés categorias mencionadas. A distribuicdo dos dados de

acordo as classes foi a seguinte:

Class Texts
HATE 2,399
OFFENSIVE 4,836
OK 7.274
Total 14.509

Figura 3 — Distribuicao de dados de acordo as categorias de clases

Como etapa de pré-processamento e preparacao dos dados para andlise, foram
retiradas todas as URLs e emojis dos tweets, e o textos foram transformados em letras
mintsculas. Em relacdo as caracteristicas, foram usadas duas classes, sendo a primeira
N-grams, consistindo em caracteres da ordem de n-grams 2-8 e palavras de ordem n-grams
1-3, todas tokenizadas a mintsculas antes da extracao. A segunda classe foi a extracao
de 1-, 2- e 3-skip word bigrams, escolhidos para aproximar dependéncias de distancias
mais longas entre as palavras. Para a andlise dos dados, os autores aplicaram um modelo
SVM linear para a classificagdo multiclasse, usando o pacote LIBLIN-EAR 5, que tem
se mostrado um classificador eficaz para a classificacdo de textos em idiomas nativos,
classificacao temporal de textos e identificagdo da variedade linguistica. Para avaliacao
dos modelos foi utilizada uma validagio cruzadas de k = 10 (10-fold crossvalidation) e o

tipo de validacao cruzada estratificada para criar as dobras, com o objetivo de garantir a
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igualdade de proporcao entre as classes dentro de cada particao.

Primeiramente, Malmasi and Zampieri (2017) treinaram um classificador tinico com
uma caracteristica (feature) cada um. Em seguida, treinaram um modelo tinico combinando
todas as features em um mesmo espaco. Os modelos foram comparados com a linha de

base da classe majoritaria, bem como com o oraculo, obtendo os seguintes resultados:

Feature Accuracy (%)
Majority Class Baseline 50.1
Oracle 91.6
Character bigrams 73.6
Character trigrams 77.2
Character 4-grams 78.0
Character 5-grams 77.9
Character 6-grams 77.2
Character 7-grams 76.5
Character 8-grams 75.8
Word unigrams 77.5
Word bigrams 73.8
Word trigrams 67.4
1-skip Word bigrams 74.0
2-skip Word bigrams 73.8
3-skip Word bigrams 73.9
All features combined 77.5

Figura 4 — Acuracia obtida de acordo as diferentes features testadas.

Os resultados obtidos pelos autores mostram que os n-grams funcionaram bem,
alcancando seu melhor desempenho com 4-grams. Os unigramas de palavras também
tiveram uma boa performance, sendo que o desempenho foi mais baixo com bigramas,
trigramas e skip-grams. Os skip-grams poderiam estar capturando dependéncias de longa
distancia que fornecem informacoes complementares aos outros tipos de features. Em
tarefas que dependem de informacoes estilisticas, foi demonstrado que os skip-grams
capturaram informacoes muito semelhantes as dependéncias sintaticas. A combinacao
de todos os recursos nao atingiu o desempenho de um modelo de caracteres 4-grams,
causando um aumento de dimensionalidade, com um total de 5.5 milhGes de features.
Para os autores, nao ficou claro se este modelo seria capaz de capturar corretamente as
diferentes informagoes fornecidas pelos trés tipos de classificacao (hate, offensive, ok), uma
vez que foi incluido mais modelos de n-grams de caracteres que modelos baseados em
palavras. Os maiores graus de confusao estao entre discurso de 6dio e material ofensivo,
sendo o discurso de 6dio mais frequentemente confundido com contetdo ofensivo. Uma
quantidade substancial de conteido ofensivo também é erroneamente classificada como
nao ofensiva. A classe nao ofensiva alcangou o melhor resultado, com a grande maioria
das amostras classificadas corretamente. Os autores concluiram que distinguir palavras

ofensivas com discursos de 6dio é uma tarefa desafiadora.
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4 METODOLOGIA

Neste capitulo, detalhes sobre a metodologia adotada para a realizacao do projeto
de pesquisa serao discutidos e apresentados. O objetivo deste projeto é desenvolver um
modelo capaz de classificar o contetido de um tweet como discursos de 6dio ou nao discursos

de 6dio, usando algoritmos classicos de de aprendizado de maquina supervisionado.

4.1 Coleta do Dataset

Para a coleta do dataset, realizou-se uma busca no Kaggle, uma plataforma popular
para compartilhamento de conjuntos de dados. Utilizamos termos de busca relevantes,
como "Twitter hate speech" e "discrimination tweets". Selecionamos o dataset intitulado
"Twitter Hate Speech” que contém aproximadamente 32.000 tweets no idioma inglés,
extraidos da plataforma Twitter, rotulados como discursos de 6dio e nao ofensivos. Essa
fonte de dados sintética foi escolhida por sua adequacgao aos objetivos da pesquisa e pela

disponibilidade dos rétulos necessarios para o treinamento do modelo.

4.2 Analise Exploratéria de Dados

Primeiramente foi realizado uma analise exploratéria detalhada do dataset com o
objetivo de explorar a estrutura dos dados, verificar a distribuicao dos réotulos, analisar ca-
racteristicas dos tweets, como informagoes de usuario, hashtags e palavras-chave relevantes.
Essa andlise exploratéria permite uma melhor compreensao dos dados e a identificacao de

padroes e tendéncias.

Durante essa analise, observou-se que o conjunto de dados apresentava um desequi-
librio significativo entre as classes. Especificamente, uma classe estava representada de
forma desproporcional em relagao a outra, o que poderia afetar a eficacia dos modelos de
aprendizado de maquina a serem construidos. A distribui¢ao inicial dos dados entre as

classes discurso de 6dio e contetido nao ofensivo pode ser visualizada na imagem abaixo.
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Distribuicéo dos Tweets classificados em Nao Discurso de QOdio [0] e Discurso de Odio[1]
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Figura 5 — Distribui¢ao das classes de acordo a classificacao dos contetidos dos tweets em
Discurso de Odio ou Nao Discurso de Odio

4.3 Pré-processamento de Texto

Antes de prosseguir com a modelagem de aprendizado de maquina, foram realizadas
etapas de pré-processamento de texto para preparar os tweets do conjunto de dados para
analise. Essas etapas visam limpar e transformar o texto bruto dos tweets em uma forma

mais adequada para a modelagem.

As principais etapas de pré-processamento de texto incluidas sao:

4.3.1 Remocao de Caracteres Especiais e Pontuagao

Nesta etapa, removemos caracteres especiais e pontuagoes, como simbolos, emojis
e caracteres especiais de codificagdo dos tweets. Utilizamos expressoes regulares para iden-
tificar e remover esses caracteres, pois eles geralmente nao contém informacoes relevantes

para a presente analise.

4.3.2 Remocao de Stopwords

Stopwords sdao palavras comuns que nao possuem um significado distinto e nao

n

contribuem significativamente para a andlise textual, como "a", "e", "o", "de", em portugués.
Essas palavras geralmente ocorrem com frequéncia nos tweets, mas podem ser removidas
com seguranca, uma vez que nao trazem informacoes relevantes para a classificagdo de
discursos de 6dio. Considerando que o conjunto de dados utilizado para o presente estudo
possui tweets no idioma inglés, utilizamos uma lista predefinida de stopwords do idioma
referido da biblioteca NLTK (Natural Language Toolkit) para remover essas palavras
dos tokens. Algumas palavras do idioma mencionado que foram retiradas incluem “and”,

“before”, “most”, “once”, entre outras.
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4.3.3 Normalizacao de Texto

Essa etapa do pré-processamento textual visa aprimorar a qualidade dos dados
ao reduzir variacoes e inconsisténcias linguisticas. Um dos aspectos fundamentais nesse
processo ¢ a lematizagao, uma técnica linguistica amplamente aplicada que tem como
objetivo reduzir as palavras do corpus aos seus lemas ou formas base, eliminando flexdes
e conjugacoes. No contexto especifico da deteccao de discurso de 6dio, a lematizagao
apoia o papel da normalizacdo do vocabulario e da agregacao de termos relacionados. Sua
relevancia provém de que o discurso de 6dio pode adotar diferentes formas e empregar
palavras ofensivas com variacoes morfolégicas. Ao aplicar a lematizagao, é possivel agrupar
palavras similares, contribuindo para uma identificacdo mais precisa e abrangente do

discurso de 6dio no Twitter.

A partir das etapas de pré-processamento dos dados textuais, foi possivel extrair as
palavras relevantes. No contexto deste estudo, o método de nuvem de palavras foi aplicado
como uma técnica complementar para visualizar e resumir a frequéncia de palavras-chave
presentes nos textos analisados. A visualizacao por meio da nuvem de palavras facilita a
identificacao de termos-chaves e contribui para uma analise exploratéria inicial dos dados

textuais de maneira intuitiva e acessivel.

Foram geradas nuvens em que o tamanho das palavras reflete sua frequéncia de
ocorréncia nos textos. Essa abordagem permitiu identificar os termos mais relevantes e
recorrentes relacionados ao problema em estudo.Em uma primeira instancia de anélise
do contetdo dos tweets utilizando o método de nuvem de palavras, identificou-se que a
palavra de maior frequencia em ambas clases do conjunto de dados correspondia a palavra
"user’, fazendo referencia a outro usuario da plataforma para responder ou direcionar
um determinado tweet. Durante o desenvolvimento deste projeto cientifico, optou-se por
excluir a palavra "user” dos tweets coletados. Essa decisao baseou-se na consideracao de
que a palavra nao apresenta relevancia sintatica significativa na andlise do conteido do
texto. Ao remover essa palavra, foi possivel direcionar o foco para os elementos linguisticos
mais relevantes que contribuem para a detec¢ao e classificagdo de discursos de 6dio, como

se pode observar nas imagens seguintes.
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Palavras mais frequentes em Tweets sem conteldo de discurso de 6dio
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Figura 6 — Palavras mais frequentes identificadas em tweets classificados como sem con-
teudo de discurso de 6dio
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Figura 7 — Palavras mais frequentes identificadas em tweets classificados com conteiido de
discurso de 6dio

4.3.4 Tokenizagao

Técnica linguistica que consiste na segmentagao do texto em unidades léxicas
menores, denominadas tokens, tais como palavras, frases ou caracteres. Especificamente
para a deteccao de discurso de 6dio, a tokenizagao permite a identificagao de elementos
linguisticos relevantes, como palavras-chave, sequéncias de caracteres, hashtags e até
mesmo nomes de usudarios que podem ser considerados potenciais indicadores de contetiido
ofensivo. A funcao aplicada nesse contexto foi a Tokenize da biblioteca NLTK (Natural
Language Toolkit), um algoritmo de tokenizagdo de texto que divide as sentencas em
palavras individuais, levando em consideragao pontuacgoes e espacos em branco. A partir
dessa representacao tokenizada, tornou-se viavel extrair informagoes relevantes, como a
contagem de termos e a presenca de palavras-chave especificas que podem corresponder a

uma linguagem ofensiva ou discriminatéria.
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4.3.5 Vetorizagao

Para realizar o processo de vetorizacao no conjunto de dados, utilizou-se a técnica
TfidfVectorizer, uma combinacao das técnicas de contagem de termos (CountVectorizer) e
ponderagao TF-IDF (Term Frequency-Inverse Document Frequency). O TfidfVectorizer
atribui um valor numérico a cada termo presente nos tweets, levando em consideracao tanto
a frequéncia do termo em um tweet especifico quanto a sua relevancia global no conjunto
de dados. Essa abordagem visa destacar termos que sao frequentes em um tweet especifico,
mas que sao raros em outros, considerando a importancia desses termos para a classificacao
dos tweets como discurso de 6dio ou nao. Apés a aplicagao do TfidfVectorizer, os tweets
foram convertidos em vetores numéricos, onde cada componente do vetor representa
a importancia de um termo especifico no tweet. Essa representacao vetorial permite a

utilizacao de algoritmos de aprendizado de maquina para a classificagdo dos tweets.

4.4 Divisao do Dataset

O dataset foi dividido em dois conjuntos distintos: um conjunto de treinamento e um
conjunto de teste. A divisao foi feita de forma estratificada, garantindo que a distribuigao
dos rétulos de discursos de 6dio e nao ofensivo fosse preservada em ambos os conjuntos. A
propor¢ao escolhida foi de 0,8 para o conjunto de treinamento e 0,2 para o conjunto de
teste. Essa divisao foi feita para avaliar o desempenho do modelo em dados nao vistos

durante o treinamento.

Como citado anteriormente, no presente estudo foi observado um desequilibrio
significativo entre as classes no conjunto de dados, o que poderia impactar a performance
dos modelos de aprendizado de méaquina. A presenca desse desequilibrio pode afetar
negativamente a performance dos modelos de aprendizado de méaquina, ja que a classe

minoritaria esta sub-representada em relagao a classe majoritaria.

Dado esse cenario e a dificuldade de obter mais exemplos de dados rotulados
para o treinamento dos modelos,optou-se por adotar a abordagem de Data Augmentation
(aumento de dados) para gerar dados sintéticos. Esses novos dados gerados artificialmente
possuem rotulos conhecidos e podem ser utilizados no processo de treinamento dos modelos
(Feng et al. (2021)). Optou-se por aplicar a técnica SMOTE (Synthetic Minority Over-
sampling Technique) para lidar com a despropor¢ao entre as classes no conjunto de dados
selecionado. O SMOTE é uma técnica de oversampling que visa equilibrar a distribuicao
das classes, sintetizando novas instancias da classe minoritaria. Ao gerar dados sintéticos,
o SMOTE se baseia na interpolacao dos atributos dos vizinhos mais préximos da classe
minoritaria. Dessa forma, sdo criadas instancias adicionais, que mantém as caracteristicas
e padroes da classe minoritaria original, tornando-as mais representativas no conjunto de
dados. Importante ressaltar que essa técnica foi aplicada apenas para o conjunto de treino

da divisao do conjunto de dados. O conjunto de teste permaneceu com suas amostras



38

originais.
A aplicagao do SMOTE resultou em um conjunto de dados de treino balanceado,
no qual as classes minoritarias foram aumentadas para atingir um ntimero mais préximo

da classe majoritaria.

Balanceamento de classes apds aplicacao do SMOTE

20000 -

15000 -

10000 -

Total de Tweets

5000 -

0- | |
0 1

Classificacao do Tweet

Figura 8 — Nova distribuigdo das classes apds aplicagdo da técnica SMOTE (Synthetic
Minority Over-sampling Technique

4.5 Modelagem de Aprendizado de Maquina

Foram aplicados trés modelos de aprendizado de maquina supervisionado: Support
Vector Machine (SVM), Logistic Regression e Naive Bayes, com o objetivo de realizar a
classificacao no conjunto de dados selecionado. Esses modelos foram selecionados devido

as suas capacidades de lidar com problemas de classificagao binaria e multiclasse.

Cada modelo passou por um processo de valida¢ao cruzada (cross-validation)
durante a etapa de treinamento. A validacao cruzada é recomendada porque ela permite
uma avaliacdo mais robusta do desempenho do modelo, ajudando a reduzir o impacto da
varidncia do conjunto de treinamento e minimizando o risco de superajuste (overfitting).
Ao dividir o conjunto de dados em diferentes conjuntos de treinamento e teste, a validacao
cruzada permite que o modelo seja avaliado em multiplas iteragoes, garantindo uma
analise mais abrangente de sua capacidade de generalizacao para diferentes combinagoes
de dados de treinamento e teste. Essa abordagem oferece uma estimativa mais precisa do
desempenho real do modelo em novos dados e ajuda a selecionar o melhor modelo com os

hiperparametros mais adequados para a tarefa de classificacao.

Inicialmente, o modelo SVM foi empregado, aproveitando sua capacidade de encon-
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trar um hiperplano de separacao 6timo que maximize a margem entre as classes. Além
das caracteristicas lineares presentes nos tweets de discurso de 6dio, como palavras-chave
ofensivas ou frases explicitamente agressivas, é importante destacar as caracteristicas nao
lineares que podem estar presentes nesse tipo de texto. Os discursos de 6dio frequentemente
envolvem a utilizacdo de sarcasmo, ironia, metaforas e outros recursos linguisticos nao
literais, que podem dificultar a classificacao linear dos tweets e apresentam um desafio nas
tarefas de classificacao de textos. Uma das formas de ajudar a identificar tais caracteristicas
nao lineares pode ser através do uso de kernels nao lineares, como o kernel RBF (Radial
Basis Function), do algoritmo SVM. O kernel RBF permite mapear as palavras e frases
para um espaco de dimensionalidade infinita, onde as relagoes complexas e nao lineares
entre as caracteristicas podem ser capturadas. Dessa forma, é possivel considerar contextos
sutis, nuances e ambiguidades presentes nos tweets de discurso de 6dio, aprimorando a
capacidade de deteccao desses contetidos ofensivos. A inclusao dessas caracteristicas nao
lineares na modelagem do SVM ¢ indicada para lidar com a complexidade seméantica dos
discursos de 6dio e melhorar a acuracia da deteccao desses contetdos. Por esta razao, no

presente estudo o kernels RBF foi utilizado para treinamento do modelo.

No contexto do SVM com kernel RBF, a gamma é um parametro critico que con-
trola a influéncia dos pontos de treinamento vizinhos na decisao da superficie de separacao.
Para encontrar a gamma mais adequada, utilizou-se a cross validation (validagao cruzada),
técnica na qual o conjunto de dados é dividido em k parti¢oes (folds) de tamanhos iguals.
O modelo SVM com diferentes valores de gamma ¢ treinado k vezes, onde em cada iteracao,
k-1 folds sao utilizados para treinamento e o fold restante é utilizado para teste. As métricas
de desempenho calculadas para cada iteragao determina o valor de gamma ideal para se

aplicar ao modelo.

Um modelo de Logistic Regression foi igualmente aplicado no conjunto de dados,
visando a classificacdo binaria dos textos nas categorias de discurso de 6dio ou nao ofensivo.
Neste contexto, a varidavel dependente é a presenca ou auséncia de discurso de 6dio,
enquanto as variaveis independentes sao caracteristicas relevantes extraidas dos textos
analisados e podem incluir caracteristicas linguisticas, palavras-chave relevantes e outros

atributos que possam influenciar na presenca de contetido ofensivo no tweet.

O modelo de regressao logistica adotado neste estudo utilizou como variaveis
independentes caracteristicas dos discursos de 6dio que foram analisadas por meio de
tokenizagao e vetorizacao dos tweets. A etapa de tokenizacao consistiu em dividir os tweets
em unidades de texto significativas, como palavras ou n-gramas (n=3), permitindo assim
a identificagdo de padroes linguisticos relevantes. Em seguida, a vetorizacao foi realizada
para transformar essas unidades de texto em vetores numéricos, que representaram as

caracteristicas linguisticas dos discursos.
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As variaveis independentes foram construidas a partir desses vetores, considerando
diferentes abordagens, como a contagem de palavras e a frequéncia dos termos. Essa
vetorizacao permitiu capturar as nuances linguisticas presentes nos tweets e transforma-las
em caracteristicas numéricas que puderam ser utilizadas como preditores no modelo de

regressao logistica.

O modelo Naive Bayes foi também adotado como parte da metodologia deste
projeto de pesquisa, em especifico o modelo Multinomial, com o objetivo de identificar
discursos de 6dio. A escolha do modelo Multinomial Naive Bayes se deu pela sua adequacao
para lidar com variaveis discretas, como a contagem de palavras em textos curtos como
os tweets. Para construir o modelo, as variaveis independentes igualmente passaram pelo
processo de tokenizacao e vetorizacao dos textos dos discursos. Nesse modelo, é assumida
uma independéncia condicional entre as variaveis independentes, o que simplifica o calculo
da probabilidade de um discurso pertencer a classe de discurso de 6dio, dado um conjunto
de caracteristicas. As caracteristicas vetorizadas dos discursos foram usadas para estimar

a probabilidade condicional de pertencer a classe de discurso de 6dio ou nao.

A aplicagdo do modelo Multinomial Naive Bayes para a identificacdo de discursos
de 6dio em tweets envolveu a configuracao de parametros especificos, como o parametro
de suavizacao de Laplace. A suavizacao de Laplace foi aplicada para evitar probabilidades
nulas e melhorar a generalizacdo do modelo. Um valor comumente utilizado para o
parametro de suavizagao ¢ 1. Essa adicao suaviza as contagens dos termos, considerando-os
como se tivessem ocorrido uma vez a mais do que realmente ocorreram. A aplicacao
de grid-search para encontrar o melhor valor de suavizacao através da comparagao dos
resultados obtidos pelos diferentes modelos busca identificar a abordagem que obteve o

melhor desempenho na identificacdo e classificacao de tweets com contetdo de édio.

4.6 Validacao e Ajuste do Modelo
Apés o treinamento do modelo, avaliamos seu desempenho utilizando o conjunto
de teste. Utilizamos as seguintes métricas de avaliacao:

Precisao (Precision): é a propor¢ao de exemplos classificados corretamente como
discursos de 6dio em relacao ao total de exemplos classificados como discursos de 6dio

(positivos). A férmula da precisao é dada por:

TruePositives

Precision =

TruePositives + FalsePositives
Recall (Revocacao ou Sensibilidade): é a propor¢ao de exemplos classificados
corretamente como discursos de 6dio em relagao ao total de exemplos que sao realmente

discursos de 6dio. A féormula do recall é dada por:
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TruePositives

Recall =

TruePositives + FalseNegatives

F1-Score: é uma métrica que combina precisao e recall em um tinico valor, fornecendo
uma medida de desempenho geral. O F1l-score é a média harmonica entre a precisao e o

recall, e a féormula é dada por:

(Precision x Recall)

F1-S =2
core i (Precision + Recall)

Matriz de Confusao (Confusion Matriz): é uma tabela que mostra a contagem
de verdadeiros positivos (True Positives), verdadeiros negativos (True Negatives), falsos
positivos (False Positives) e falsos negativos (False Negatives). A matriz de confusdo

fornece uma visao mais detalhada do desempenho do modelo em relagao a cada classe.

Os resultados obtidos por cada modelo aplicado serao discutidos no capitulo seguinte

do presente estudo.
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5 AVALIACAO EXPERIMENTAL

Neste projeto cientifico, investigou-se a detecgao de discursos de 6dio em tweets
coletados no idioma inglés, empregando uma abordagem de processamento de linguagem
natural e algoritmos classicos de aprendizado de maquina. Os experimentos foram divididos
em dois cendrios principais: um no qual o modelo foi treinado com dados originais e dados
sintéticos da classe alvo de discursos de 6dio, gerados a partir da aplicacao da técnica
SMOTE (Modelo-A) e outro no qual o modelo foi treinado apenas com os dados originais
provenientes do dataset utilizado (Modelo-B). Ambos cenérios ocuparam o mesmo conjunto
de dados e passaram pelas mesmas técnicas de pré-processamento, a exce¢ao da técnica de
data augmentation (SMOTE). A seguir, se apresenta uma anélise detalhada dos resultados

obtidos para cada modelo nos dois cenarios especificados.

Adicionalmente, é relevante mencionar que os experimentos foram executados com
uma abordagem de validagao cruzada com k=5 e a vetorizacao dos dados foi realizada
utilizando a técnica TF-IDF com n-gramas de tamanho 3. A seguir, proporcionamos uma
andlise aprofundada dos resultados obtidos para cada um dos modelos nos dois cenarios

previamente especificados.

Support Vector Machine (SVM)

Avaliando o desempenho do modelo SVM (Support Vector Machine) com kernel
RBF (Radial Basis Function) na tarefa proposta, utilizou-se o método de Grid Search, que
possibilitou explorar uma variedade de valores do hiperparametro gamma, o que abrange
tanto valores pequenos quanto grandes, sendo esses valores entre 0.001 e 10. O valor 6timo
encontrado foi 1 para ambos modelos (SVM-A E SVM-B), valor este que foi usado nos

modelos finais de treinamento.

A analise da matriz de confusdo do modelo SVM-A, treinado a partir dos dados
aumentados com exemplos sintéticos da classe de discurso de 6dio (processo de data
augmentation), mostra que foram corretamente identificados 5934 casos de discursos nao
ofensivos e 151 casos de discursos de 6dio. No entanto, o modelo cometeu alguns erros,
classificando erroneamente 3 casos de contetiddo nao ofensivo como discursos de 6dio e
deixando passar 305 casos de discursos de d6dio, classificando-os como contetido nao ofensivo.
Esses resultados destacam que o modelo foi capaz de identificar discursos de 6dio, mas
apresentou mais dificuldades com amostras da classe alvo que com a classe de discursos nao
ofensivos, apontando uma necessidade de aprimoramentos para reduzir os falsos positivos

e falsos negativos, tornando-o mais robusto e preciso na detec¢ao do contetido ofensivo.
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Figura 9 — Matriz de confusao do modelo SVM-A

Os resultados das métricas de avaliagdo desse modelo mostram uma precisao média
para a classe 0 (ndo discurso de 6dio) de 0.95, o que indica uma alta capacidade de acerto
na classificagdo das instancias dessa classe. Para a classe 1 (discurso de 6dio), a precisao
média foi de 0.98.

Entretanto, ao analisar o recall para a classe 1, identificamos um valor de 0.19, o
que indica que o modelo teve dificuldades em recuperar corretamente todas as instancias
dessa classe. E importante resaltar que, para a tarefa proposta de identificacao de discursos
de 6dio, o recall é considerado um parametro significativo, uma vez que o objetivo principal
do modelo é nao deixar de identificar e classificar corretamente tweets que contenham
conteudos ofensivos. Com base no anteriormente mencionado, o score de recall do modelo
indica que ele nao foi capaz de identificar adequadamente todas as ocorréncias de discurso
de 6dio presentes no conjunto de dados, nao apresentando um desempenho satisfatério
na tarefa proposta. A métrica Fl-score, que considera o equilibrio entre precisao e recall,
resultou em 0.31 para a classe de discursos de 6dio. Essa pontuagao sugere um baixo
desempenho na harmonizacao dessas métricas para a classe de discurso de 6dio, apontando
também a necessidade de aprimorar a capacidade do modelo em identificar corretamente

todos os casos positivos.

precision recall fi1-score  support

(%] 0.94 1.60 0.97 5285

1 9.96 9.19 9.31 387

accuracy 9.94 5672
macro avg 9.95 9.59 9.64 5672
weighted avg 9.94 9.94 9.93 5672

Figura 10 — Resultados obtidos pelo modelo SVM-A nas métricas de avaliagao.
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Embora a acurdcia geral foi de 0.94, essa métrica nao é mais adequada para avaliar
a performance do modelo, devido a que mesmo com um alto score, observou-se que o
modelo SVM-A classificou erroneamente um ntmero consideravel de amostras da classe
alvo (discurso de 6dio), evidenciado pelo seu baixo score de recall (19%). Em suma, os
resultados evidenciam um bom desempenho do modelo SVM-A com kernel RBF em termos
de precisao, mas revelam a necessidade de melhorar o recall e o Fl-score para a classe de

interesse (discurso de 6dio).

J& os resultados para o modelo SVM-B, treinado com os dados originais (sem passar
pelo processo de data augmentation), mostraram uma acurdcia de 94%. Na matriz de
confusao desse modelo é possivel observar seu alto desempenho em classificar tweets nao
ofensivos, tendo categorizado todas as amostras dessa classe de forma correta. Porém, para
a classe alvo de tweets contendo discursos de 6dio, o modelo apresentou muita dificuldade

na classificagdo, categorizando correramente apenas 39 das 387 amostras totais dessa

5285 w
0 1
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classe.

[=]

True label

-

Figura 11 — Matriz de confusao do modelo SVM-B

As conclusoes obtidas a partir da matriz de confusao para o modelo SVM-B sao
corroboradas pelos scores obtidos pelo modelo nas métricas de avaliagao propostas. Seus
resultados mostraram uma precisao de 94% para a classe de tweets nao ofensivos e um

alto recall de 100%, indicando que quase todos os tweets dessa classe foram identificados

corretamente.

Por outro lado, o modelo obteve um recall de apenas 10% para a classe alvo de
discursos de 6dio, indicando dificuldades em classificar uma parte significativa dos tweets
ofensivos, resultando em falsos negativos.A precisao para essa classe foi de 100%, o que

pode indicar um possivel overfitting ou a escassez de amostras para essa classe especifica.

O F1-Score, que combina precisao e recall, foi baixo para a classe alvo, com apenas

18%. Esses resultados sugerem que o modelo apresenta um desempenho satisfatério na
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precision recall fil-score  support

5] 2.94 1.80 Q.97 5285

1 1.00 9.10 9.18 387

accuracy 8.94 5672
macro avg @.97 @.55 9.58 5672
weighted avg ©.94 0.94 9.91 5672

Figura 12 — Resultados obtidos pelo modelo SVM-B nas métricas de avaliagao.

deteccao de tweets nao ofensivos, mas enfrenta desafios significativos na identificacao de
discursos ofensivos. A disparidade entre as métricas de precisdo e recall pode ser atribuida
ao desequilibrio das classes no conjunto de dados, uma vez que ha uma quantidade

consideravelmente menor de tweets ofensivos.

Os resultados obtidos pelos modelos nao apresentaram uma diferenga significativa,
embora o modelo SVM-A tenha mostrado um desempenho ligeiramente superior na
identificagao e classificacao de tweets com contetido de 6dio em comparacao com o modelo
SVM-B. Como mencionado anteriormente, essa diferenca pode ser explicada pelo fato de
que o modelo SVM-A foi submetido a um processo de data augmentation e balanceamento
das classes de discursos de 6dio e contetiddo nao ofensivo. Esse processo aumentou a
quantidade de amostras da classe de discursos de 6dio, criando exemplos sintéticos a partir

dos tweets originais.

O aumento da quantidade de amostras da classe de discursos de 6dio no modelo
SVM-A permitiu que ele se tornasse mais sensivel a identificagdo desses discursos, melho-
rando seu desempenho nessa categoria especifica. Em contraste, o modelo SVM-B pode
ter sido prejudicado pelo desequilibrio entre as classes, o que impactou sua capacidade de

classificar corretamente os tweets com contetdo de 6dio.

Esses resultados destacam a importancia do balanceamento das classes e da uti-
lizagado de técnicas de data augmentation para melhorar o desempenho de modelos de
classificagdo em cendarios de desequilibrio de dados. Ao lidar com discursos de 6dio em
redes sociais, essas abordagens podem ser cruciais para tornar o modelo mais robusto e
eficaz na identificacao desses discursos. A analise comparativa entre os dois modelos reforca
a relevancia de técnicas que levem em conta o desequilibrio de classes ao desenvolver

solugoes para problemas de classificacao em cenarios do mundo real.
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Logistic Regression

Apés a andlise dos resultados, constatou-se que o modelo de Regressao Logistica
alcancou uma acurdcia de 95% para o modelo treinado com a aplicacao do processo de data
augmentation (modelo LR-~A). Isso implica que, para este resultado, foram consideradas
quantidades iguais de dados classificados como discurso de 6dio e nao discurso de 6dio. A

maioria das amostras de teste foi classificada corretamente pelo modelo.

Observando a matriz de confusao gerada para o modelo LR-A, observou-se que para
a classe de discursos nao ofensivos, o modelo apresentou um alto niimero de verdadeiros
negativos (5197), indicando que a grande maioria das amostras foi corretamente classificada
como discursos sem conteiido de 6dio. No entanto, ao analisar os falsos positivos, nota-se
que algumas amostras (99) foram incorretamente classificadas como discursos de 6dio
quando, na verdade, nao continham contetiido ofensivo. Quanto a classe de discursos de 6dio,
o modelo classificou corretamente 232 de 388 amostras para a classe 1, o que significa que
algumas amostras foram classificadas erroneamente como nao ofensivas. Esta classifica¢ao
equivocada é o principal ponto de atencao para o experimento, uma vez que o objetivo
do estudo ¢ justamente identificar e classificar corretamente esse tipo de contetido para

combater discursos de 6dio de forma eficaz.
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Figura 13 — Matriz de confusao do modelo LR-A

Em relagao as métricas de avaliacao, o modelo LR-A demonstrou uma precisao de
0.68 na classificacdo de discursos de 6dio. No entanto, notamos que o modelo teve uma
quantidade significativa de falsos positivos. Isso quer dizer que algumas amostras foram
incorretamente classificadas como discursos de 6dio quando, na verdade, nao pertenciam
a essa categoria. Essa alta taxa de falsos positivos pode sugerir que o modelo apresenta

dificuldades em distinguir entre tweets agressivos e discursos de 6dio genuinos.
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precision recall fi1-score  support

(5] 0.97 9.98 ©.98 5285

1 .68 9.60 0.64 387

accuracy 9.95 5672
macro avg .83 8.79 9.81 5672
weighted avg ©.95 9.95 .95 5672

Figura 14 — Resultados obtidos pelo modelo LR~A nas métricas de avaliacao.

No que diz respeito ao recall, o modelo LR-A obteve um valor razoavel de 0.6 para
a classe de discursos de 6dio, indicando que o modelo foi capaz de identificar corretamente
60% das amostras que realmente pertenciam a classe de discursos de édio, em relacao
ao total de amostras de discursos de 6dio presentes no conjunto de teste. O modelo
apresentou um F1-Score de 0,64 para a classe de discursos de 6dio, o que sugere um
equilibrio moderado entre sua capacidade de identificar corretamente os discursos de 6dio
e sua propensao a gerar tanto falsos positivos quanto falsos negativos. Essa métrica indica
que o modelo alcanca um desempenho razoavel entre a precisao de suas previsdes e sua
capacidade de abranger efetivamente as instancias reais de discurso de 6dio, mas também

deixa espacgo para melhorias visando a reducao de falsos positivos e negativos.

J& o0 modelo LLG-B, treinado com os dados originais provenientes do dataset, sem
passar pelo processo de data augmentation, apresentou uma acuracia de 93,3%. Em relacao

a matriz de confusdo desse modelo, se pode observar o seguinte comportamento:
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Figura 15 — Matriz de confusao do modelo LR-B

Como observado na imagem acima, o modelo LR-B obteve um excelente resultado
na identificacdo de tweets nao ofensivos, classificando corretamente todas as amostras dessa

classe. No entanto, o modelo apresentou um desempenho muito baixo na identificagao de
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discursos de 6dio (classe 1). Das 387 amostras dessa classe, apenas 11 foram corretamente
identificadas como discursos de 6dio (verdadeiros positivos). Esse baixo desempenho é
comprovado pelo score de recall da classe alvo, de apenas 0.03. Isso significa que o modelo

foi capaz de identificar corretamente apenas 3% das amostras dessa classe.

A baixa pontuacao de 0.06 de F1-Score para o modelo RL-B também pode ser
atribuida ao desequilibrio das classes no conjunto de dados. O F1-Score é uma métrica
sensivel ao desbalanceamento, e quando as classes tém distribui¢oes desiguais, ela pode
ser afetada negativamente. No caso em questao, a classe de discursos de 6dio é menos
representativa em comparacao com a classe de discursos nao ofensivos. Devido a esse
desequilibrio, o modelo pode favorecer a classificacao da classe majoritaria (discursos nao
ofensivos), resultando em uma alta precisdao para essa classe (97%). Como o F1-Score
considera tanto a precisdo quanto o recall, ele reflete o equilibrio entre essas duas métricas.
Nesse contexto, um baixo F1-Score indica que o modelo nao esta conseguindo generalizar
adequadamente para ambas as classes, especialmente devido ao desequilibrio presente no

conjunto de dados.

precision recall fi1-score  support

(5] 8.93 1.608 B.97 5285

1 1.90 9.83 0.06 387

accuracy 9.93 5672
macro avg ©.97 0.5 8.51 5672
weighted avg 0.94 0.93 0.90 5672

Figura 16 — Resultados obtidos pelo modelo LR-B nas métricas de avaliacao.

A melhoria nos resultados do modelo treinado com a técnica de data augmentation
(modelo LR-A) em comparagao com o modelo LG-B também pode ser explicada em base
a que o desequilibrio de classes é um desafio comum em conjuntos de dados para detecgao
de discursos de 6dio, no qual a classe de discursos de 6dio é minoritaria em comparacao a
classe de discursos nao ofensivos. Esse desequilibrio pode gerar um viés no treinamento
do modelo, levando-o a favorecer a classe majoritaria. A técnica de data augmentation,
ao abordar essa disparidade, gera exemplos sintéticos da classe minoritaria, equilibrando,

assim, a distribuicao das classes no conjunto de dados de treinamento.

Ao aumentar a representacao da classe minoritaria, o modelo treinado com SMOTE
(modelo RL-A) é exposto a uma variedade mais ampla de exemplos de discursos de édio,
o que permite uma melhor aprendizagem das caracteristicas distintivas dessa classe. Como
resultado, o modelo demonstra uma maior capacidade discriminativa entre discursos de
odio e nao discursos de 6dio, levando a melhorias em métricas de avaliagdo, como precisao,

recall, F'1-score e acuracia.
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Naive Bayes

Durante a busca em grade com validacao cruzada para encontrar os melhores
hiperparametros para o modelo Naive Bayes, observou-se que o valor étimo para o
parametro alpha é 0.01, com base na métrica de acuracia do modelo. O alpha é um
parametro de suavizagao Laplace utilizado no algoritmo Naive Bayes Multinomial para
evitar a probabilidade zero de palavras nao vistas no conjunto de treinamento, melhorando

a capacidade de generalizacao e eficiéncia do modelo na identificacdo de discursos de 6dio.

Os resultados para esse modelo treinado com exemplos sintéticos, obtidos a partir do
processo de data augmentation, mostraram uma acuracia de 92%, indicando a habilidade
do modelo em classificar corretamente tweets de ambas as classes. Porém, analisando o
recall para a classe alvo de discursos de 6dio, observou-se un recall de 0.8, indicando que o
modelo foi capaz de identificar e recuperar 80% das amostras que realmente pertencem a
essa classe, em relagao ao total de amostras de discursos de 6dio presentes no conjunto de

teste.

Ap6s conduzir um novo treinamento com o modelo, fixando o parametro alpha em
1.0, observou-se uma acurécia de 90% e um recall para a classe alvo de 0.88, atingindo um
valor ligeiramente superior ao do modelo original. Dado que o foco principal deste estudo
reside na identificacao e classificacao precisa de discursos de 6dio, a decisao foi tomada
em favor deste modelo devido ao seu recall mais elevado. Nesse contexto, este modelo foi

designado como NB-A. A matriz de confusao resultante desse modelo pode ser observada

4000
4782
3000
2000
1000
o 1
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a seguir:

True label

Figura 17 — Matriz de confusao do modelo NB-A

O modelo NB-A demonstrou a capacidade de identificar com precisao 339 amostras
de discursos de 6dio, das 387 presentes no conjunto de dados. Além disso, obteve uma
correta identificacdo de 4782 amostras de discursos nao ofensivos. No entanto, ¢ importante

notar que este modelo também apresentou um nimero consideravelmente maior de falsos
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positivos, classificando incorretamente 503 amostras como discursos de 6dio, quando, na

realidade, nao se enquadravam nessa categoria.

No que diz respeito as outras métricas de avaliagdo do modelo, especificamente
para a classe alvo de discursos de 6dio, a precisao atingiu o valor de 0.40, contrastando
com a elevada precisao de 0.99 alcancada para a classe de discursos nao ofensivos. No
que tange aos valores do Fl-score, que considera a harmoniza¢ao de precisao e recall, os
resultados mostraram um valor de 0.55 para a classe alvo, em comparagao com o valor
substancialmente mais elevado de 0.95 para a classe de discursos nao ofensivos. Essa
analise ressalta a disparidade na capacidade do modelo em equilibrar precisao e recall entre

as duas classes, similar aos resultados obtidos pelos outros modelos usados no presente

estudo.
precision recall fl-score  support
5] ©.99 8.90 8.95 5285
1 ©.40 0.88 a.55 387
accuracy 0.90 5672
macro avg B.70 8.89 0.75 5672
weighted avg 9.95 0.90 0.92 5672

Figura 18 — Resultados obtidos pelo modelo NB-A nas métricas de avaliagao.

No caso do modelo treinado com os dados originais, o modelo NB-B, também foi
conduzido um processo de treinamento com validagdo cruzada a fim de identificar o valor
6timo para o parametro alpha. O valor ideal determinado foi 0.1. Subsequentemente, ao
realizar um novo treinamento com alpha igual a 1.0 para avaliar eventuais diferengas no
desempenho, nao foram constatadas quaisquer discrepancias. Ambos os valores de alpha
resultaram nos mesmos escores, apontando para uma estabilidade de desempenho entre as

duas configuragoes.

Os resultados do modelo NB-B evidenciaram um aumento marginal na acuracia,
atingindo um valor de 93%. Assim como o modelo treinado com os dados sintéticos,
o modelo exibiu uma alta precisao de 93% ao classificar tweets como nao ofensivos
(classe 0), refletindo sua capacidade de minimizar a ocorréncia de falsos positivos, ou
seja, classificacoes incorretas de tweets inofensivos como discursos de 6dio. Em particular,
o recall para essa classe alcangou o valor méaximo de 1.00, o que indica que nao houve

ocorréncia de falsos positivos nessa categoria.



52

True label

Predicted label

5285 ‘
V] 1

Figura 19 — Matriz de confusao do modelo NB-B

Entretanto, a métrica de recall para a classe de discursos de 6dio (classe 1) re-
velou um valor significativamente mais baixo que o modelo NB-A totalizando apenas
0.01, indicando que o modelo apresentou grandes dificuldades em identificar e recuperar
adequadamente os tweets realmente ofensivos, resultando em uma alta taxa de falsos
negativos. Igualmente aos outros modelos, estes resultados podem estar relacionados com o

numero limitado de amostras de tweets ofensivos quando comparado ao total de amostras

de tweets nao ofensivos do dataset original.

precision
(5] 9.93
1 1.00

accuracy
macro avg 9.97
weighted avg 9.94

Figura 20 — Resultados obtidos pelo modelo NB-B nas métricas de avaliacao.

Em resumo, na tabela abaixo é apresentada uma comparacao dos escores das
métricas de avaliacao obtidos pelos trés modelos distintos utilizados na tarefa de identifi-
cacao e classificacao de discursos de 6dio. Esses modelos foram treinados em dois cenarios

diferentes: utilizando dados sintéticos gerados por meio da aplicacao de data augmentation

(SMOTE) e utilizando os dados originais.

recall f1-score

1.00
.01

8.51
2.93
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0.49
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Accuracy Precision Recall F1-Score

SVM-A  0.94 0.96 0.19 0.31
SVM-B 0.94 1.00 0.10 0.18
LR-A 0.95 0.68 0.60 0.64
LR-B 0.93 1.00 0.03 0.06
NB-A  0.90 0.40 0.88 0.55
NB-B 0.93 1.00 0.01 0.02

Tabela 1 — Comparagao dos resultados das métricas de avaliacao obtidos pelos trés modelos
nos dois cenarios de teste.

A andlise comparativa dos resultados obtidos pelos trés modelos em avaliagao,
destaca-se o desempenho do modelo NB-A, treinado com o algoritmo Naive Bayes, na
tarefa de classificacdo em questao, particularmente em relagdo a métrica de recall. Apesar
de todos os modelos terem alcancado acuracias consideraveis, a énfase no valor de recall é
justificada pela sua capacidade de refletir o quao eficaz o modelo é na identificacao precisa

e classificacao de contetidos ofensivos presentes nos tweets.

O modelo NB-A demonstrou um desempenho superior ao alcangar um recall de
88%, destacando sua habilidade em identificar a grande maioria das ocorréncias de discurso
de 6dio, seguido pelo modelo LR-A, treinado com Regressao Logistica, que obteve um
recall de 60%. Porém,, ao avaliar as demais métricas, em especial o Fl-score, que combina
precisao e recall, o modelo LR~A se sobressai, ja que suas métricas indicam uma capacidade
mais equilibrada em identificar tanto as instancias positivas quanto as negativas de discurso
de 6dio. Assim, apesar do alto score de recall do modelo NB-A, o modelo LR-A oferece
um desempenho global superior na deteccao de discursos de 6dio devido a sua capacidade

de equilibrar precisao e recall de forma mais eficaz.

No entanto, mesmo com um altos scores de recall e fl-score, uma anélise minuciosa
da matriz de confusdo de ambos modelos revela a necessidade de aprimorar sua capacidade
de classificacao. A dificuldade em identificar esses padroes e realizar categorizagoes mais
precisas ¢ evidenciada pela ocorréncia de falsos negativos, isto é, a classificacao incorreta

de tweets ofensivos como nao ofensivos, além da presenca significativa de falsos positivos.

Como mencionado anteriormente, os trés modelos ndo apresentaram grandes dispa-
ridades em relagao a suas métricas de acuracia, mas mostraram diferencas significativas se
tratando de recall e F1-score. Para visualizar melhor os dados obtidos, foi utilizado tambem
a Curva ROC (Receiver Operating Characteristic). A Curva ROC é uma representacao
bidimensional que ilustra como um modelo é capaz de discriminar entre duas classes,
representando graficamente a relagao entre a taxa de verdadeiros positivos (sensibilidade)
e a taxa de falsos positivos (especificidade) em pontos de corte ou limiares de classificagao.
Quanto mais préoxima a curva estiver do canto superior esquerdo do grafico, melhor sera

o desempenho do modelo, indicando maior capacidade de distinguir corretamente entre
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as duas classes. A area sob a Curva ROC (AUC) é uma métrica resumida usada para
quantificar a eficicia global do modelo, onde um valor de AUC préximo a 1 indica um
desempenho excelente, enquanto um valor proximo a 0,5 sugere um desempenho similar

ao de um classificador aleatério.

Curva ROC Comparativa
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Figura 21 — Comparativo dos valores de AUC obtidos pelos modelos treinados com amos-
tras sintéticas

Na figura acima, uma comparacao das métricas de Area sob a Curva ROC (AUC)
obtidas pelos trés modelos empregados neste estudo é apresentada. Os valores de AUC
de 0,94 para LR-A, 0,96 para NB-A e 0,95 para SVM-A, revelam que todos os modelos
possuem capacidade de discriminar com certa precisao entre discursos de 6dio e contetidos
nao ofensivo. Os valores de AUC préximos de 1 indicam que os modelos conseguem
alcangar boas taxas de verdadeiros positivos (discursos de 6dio identificados corretamente)
enquanto mantém taxas relativamente baixas de falsos positivos (contetido nao ofensivo
erroneamente classificado como discurso de 6dio). E importante ressaltar que o modelo
com desempenho ligeiramente superior em términos de AUC, modelo NB-A, reforca seus
bons resultados obtidos em termos de recall e sua capacidade de identificar corretamente

amostras contendo discursos de édio.

Para aprimorar a compreensao dos mecanismos subjacentes aos modelos de detecgao
de discursos de 6dio apresentados, adotou-se uma abordagem elucidativa, focalizando
exclusivamente nos modelos treinados com dados sintéticos. Esta escolha se fundamenta
nos resultados superiores obtidos por esses modelos em comparacao aos modelos treinados
exclusivamente com os dados originais. As andlises e explicagoes subsequentes se concentra-
rao em compreender as decisoes e caracteristicas subjacentes desses modelos, delineando
um quadro mais esclarecedor das capacidades e limitagoes dos sistemas de detecgao de

discursos de 4dio.
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A aplicagao do algoritmo ELI5 (Explain Like I'm 5) no &mbito deste estudo cientifico
proporcionou uma ferramenta de interpretabilidade para o entendimento dos resultados
obtidos pelo modelo LR~A, na tarefa proposta. O ELI5 opera como uma técnica de andlise
pés-processamento que visa explicitar as relagdes de peso entre recursos (features) e as
decisoes de classificagao do modelo. Os resultados revelam a relevancia discriminante de
certas palavras ou termos especificos na determinacgao da presenca de discursos de 6dio,

como se pode observar na imagem a seguir:

y=1 top features

Weight’  Feature
+9.747  white
+9.437  allahsoil
+7.992 racist
+7.916  racism
+7.802 trump
+7.171  woman
+6.411  black
+6.010  bigot
+5.670 obama

.. 22480 mare positive ...

... 266114 more negative ...
-5.433 summer
-5.484  weekend
-5.550 week
-5.955 time
5344  smile
-7.068 life
7767 today
-7.785  bihday
-7.962  happy
-9.538 love

[h] -11.906  day

Figura 22 — Anélise de importancia das 20 principais features identificadas pelo modelo
LR-A para a classicacao de discursos de 6dio com ELI5

Os recursos identificados com os pesos mais elevados positivos, como as palavras
"white,allahsoil,racist,"e outros, destacaram-se como indicadores preponderantes da cate-
goria de discurso de 6dio. Em contrapartida, recursos com pesos negativos, como "love,
happy,'e "life,"denotaram a importancia de termos que aludem a conteidos nao ofensivos.
Esse nivel de interpretabilidade aprofundada promovido pelo ELI5 proporciona uma visao
mais detalhada do funcionamento do modelo, contribuindo com uma apreciagdo mais
precisa das nuances lingiiisticas e seméanticas inerentes a classificagao automatizada de

conteudo ofensivo.

Porém, o algoritmo ELI5 nao pode ser aplicado diretamente aos outros algoritmos
utilizados, como SVM e Naive Bayes, devido a sua natureza intrinseca de interpretacao,
sendo mais adequado para modelos baseados em coeficientes, como a regressao logistica.
Esses outros algoritmos, como o SVM, dependem da separagao de dados em espacos
multidimensionais ou na probabilidade condicional, tornando mais complexa a atribuicao
direta de pesos interpretaveis a recursos especificos. Portanto, a interpretacao proporcionada
pelo ELI5, que é baseada na andlise de coeficientes, nao se estende de maneira direta a
esses algoritmos. Assim, recorreu-se a técnica LIME (Local Interpretable Model-Agnostic

Explanations), que oferece uma abordagem mais adaptavel e geral para interpretar e



56

comparar os resultados dos trés modelos apresentados neste estudo.

O LIME, ou "Local Interpretable Model-Agnostic Explanations,"é uma abordagem
em interpretabilidade de modelos de aprendizado de maquina. No contexto de deteccao
de discursos de 6dio, o LIME permite a compreensao detalhada do funcionamento dos
modelos complexos, incluindo aqueles baseados em algoritmos como SVM e Naive Bayes. O
LIME opera através da criacao de modelos locais interpretaveis que explicam as decisoes de
classificacao do modelo principal em nivel individual para instancias de dados especificas.
Assim como o ELI5, o LIME sera aplicado apenas nos modelos treinados com amostras

sintéticas (modelos A).

Considerando o tweet extraido do conjunto de teste com o conteido original
"#zaitoon wishes you father’s'day #chennai", observa-se que, a primeira vista, essa
sentenca pode ser prontamente interpretada como uma expressao de contetido nao ofensivo
por um observador humano (em contexto, 'Zaitoon'parece se referir ao nome de um
restaurante situado na cidade de Chennai, no sul da fndia). No entanto, esta tarefa de
classificacado apresenta maior complexidade para maquinas.Assim, a aplicacado da técnica
LIME permite uma analise mais detalhada das decisdes do modelo em relagdo a classificagao
deste tweet como discurso de 6dio ou nao. Nas figuras abaixo se pode observar os resultados

obtidos pelo LIME na interpretacao da classificacao, pelos trés modelos distintos, do tweet

analisado:
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Figura 23 — Interpretacao da classificacao do Modelo SVM-A com o Auxilio do LIME
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Figura 24 — Interpretacao da classificacao do Modelo LR-A com o Auxilio do LIME
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Figura 25 — Interpretacao da classificagdo do Modelo NB-A com o Auxilio do LIME

Conforme observado, os trés modelos - SVM-A, LR-A e NB-A - concordaram na
classificacao do tweet como contetido nao ofensivo, atribuindo probabilidades de 100%,
93% e 86%, respectivamente, a essa classificacdo. Para uma andlise mais detalhada, os
termos foram coloridos de acordo com sua associacao provavel a classificacdo, levando em
consideragao a vetorizagao dos termos com n-gram igual a 3, o que permite a combinacao
de até trés termos das palavras que compoem a frase em analise. Os termos em cor
laranja indicam uma associacdo mais forte com a classificacio de "ODIO", enquanto
aqueles destacados em cor azul sugerem uma associagao com a classificagdo de "nao 6dio".
Portanto, palavras como "day'e "father,"por exemplo, estao mais fortemente associadas ao
contetdo classificado como "nao 6dio", enquanto palavras como "chennai'e "zaitoon'sugerem
uma associacdo com o contetdo classificado como "ODIO'. Essa anélise granular ressalta
a importancia desses termos especificos na tomada de decisdo do modelo. Uma possivel
explicacao para a tendéncia de associar as palavras "chennai'e "zaitoon"com discursos
de 6dio, ainda que ao parecer apenas fazem referéncia a nomes de cidade e restaurante,
respectivamente, pode ser atribuida ao fato de que essas palavras sao menos comuns e,
portanto, o modelo nao foi exposto a um nimero significativo de exemplos que permitiriam
compreender seu significado e os contextos em que essas palavras foram aplicadas. Em
contraste, termos como "day'e "father'sao mais frequentes e provavelmente ocorrem com
maior frequéncia no conjunto de dados utilizado neste estudo. Isso sugere que o modelo
tem uma familiaridade maior com o uso dessas palavras comuns, o que pode explicar
sua forte associagao com contetido nao ofensivo. Apesar dessa associacao aparentemente
equivocada, destaca-se que o modelo realizou a classificagdo correta do tweet em questao,
considerando-o livre de contetiddo ofensivo e evidenciando sua capacidade de realizar um
discernimento preciso.. Essa analise refor¢ca também a importancia da disponibilidade de
dados representativos para o treinamento de modelos para a deteccao de discursos de 6dio,

especialmente quando se lida com termos menos frequentes ou contextos especificos.

E crucial ressaltar que a classificacao de tweets ou comentarios de 6édio em redes
sociais é uma tarefa desafiadora, pois muitos desses discursos nao sao escritos de forma

direta e clara e podem apresentar palavras ou expressoes pouco comuns, como Visto



58

no exemplo acima. Ao contrario, eles frequentemente envolvem nuances e ambiguidades
que exigem a consideracao cuidadosa do contexto para uma classificacdo precisa. A
linguagem utilizada em redes sociais pode ser altamente variavel e subjetiva, tornando
dificil identificar automaticamente discursos de 6dio. Além disso, os discursos ofensivos
muitas vezes se escondem por tras de linguagem codificada, sarcasmo ou ironia, o que
pode ser dificil para um modelo identificar, levando a interpretagoes equivocadas se nao
for devidamente analisado. A falta de contexto adequado pode levar a classificagoes
incorretas, seja classificando um discurso inofensivo como ofensivo ou, o que é ainda mais
problematico, deixando passar discursos de 6dio genuinos. Essas nuances tornam essencial
o desenvolvimento de modelos de classificacdo que considerem o contexto mais amplo de

cada mensagem para uma tomada de decisao mais precisa.

Essa limitagao é um aspecto crucial a ser abordado em futuras melhorias do modelo,
uma vez que a deteccao precisa de discursos de 6dio é essencial para a implementacao

eficaz de agoes preventivas e de combate a esse tipo de contetido nas redes sociais.
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6 CONCLUSOES

Com base na tarefa de identificagao de discursos de 6dio em tweets e nos scores de
avaliagdo obtidos, os modelos alcancaram valores elevados de precisao, o que é considerado
satisfatorio para tarefas de classificacao. No entanto, uma andlise detalhada dos resultados
revelou uma discrepancia significativa no desempenho dos modelos na classificacao de

tweets entre as duas classes - discursos de 6dio e ndo ofensivos.

Os modelos demonstraram um desempenho superior na classificacao de tweets nao
ofensivos (classe 0), indicando sua habilidade em identificar corretamente a maioria desses
tweets. No entanto, eles enfrentaram dificuldades na identificacdo e categorizacao de tweets
com contetudo ofensivo (classe 1), resultando em altas taxas de falsos negativos, ou seja,

tweets ofensivos classificados erroneamente como nao ofensivos.

Além disso, os resultados evidenciam que os modelos treinados mediante a aplicagao
da técnica de data augmentation obtiveram desempenhos superiores em comparacao aos
modelos instruidos exclusivamente com dados originais. Cumpre, entretanto, salientar que
os dados sintéticos dificilmente podem servir como substitutos de dados reais, visto que
apresentam limitagoes, tais como pouca variabilidade ou uma representacao insuficiente
do conjunto total de dados (Shorten, Khoshgoftaar and Furht (2021)).

Dado o objetivo central deste estudo, que é identificar e combater discursos de 6dio
nas redes sociais, é crucial realizar ajustes e melhorias nos modelos para aperfeigoar sua
capacidade de identificar corretamente tweets ofensivos. Para isso, podem ser exploradas
estratégias como técnicas de pré-processamento mais adequadas para dados textuais, outras
abordagens de balanceamento de classes para lidar com o desbalanceamento presente nos
dados e a investigacao de diferentes arquiteturas de modelos, incluindo arquiteturas de
modelos baseadas em embeddings pré-treinados em corpus maiores para tarefas especificas
de classificacao de texto. Essas agoes visam melhorar o desempenho dos modelos e aumentar
sua sensibilidade na deteccao de discursos de 6dio, contribuindo para uma abordagem

mais efetiva no combate a essa problematica nas plataformas de midias sociais.

Uma desvantagem associada ao uso de algoritmos de classificacdo em tarefas de
identificacao de discursos de 6dio é a exigéncia de dados rotulados para o treinamento.
Embora haja uma ampla quantidade de dados textuais disponiveis atualmente para
pesquisa, a rotulagem manual desses dados demanda um esforgo consideravel, o que pode
ser dificil de obter. Também é importante destacar que, mesmo quando ha uma quantidade
relativamente grande de dados rotulados disponiveis, ndo ha garantia de que esses dados
sejam verdadeiramente representativos do problema real que esta sendo estudado. No

contexto deste estudo, a quantidade de dados rotulados pode néo ter sido adequada para
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realizar um treinamento eficaz do modelo, o que pode ter impactado negativamente na
precisao dos resultados e na capacidade de representacao precisa do problema em analise
(Zhu et al. (2009)). Em base a esta observacao, seria interessante explorar abordagens de
aprendizado automatico semi ou nao supervisionado, eliminando assim a necessidade de

depender exclusivamente de uma grande quantidade de dados rotulados.

E importante mencionar que limitacdes técnicas relacionadas ao custo compu-
tacional para processamento dos textos e dos modelos de classificacdo também foram
identificadas como fatores limitantes neste estudo. O processamento de texto demanda
recursos computacionais significativos, especialmente quando lidamos com grandes volumes
de dados textuais. O aumento no tamanho do conjunto de dados também pode resultar em
tempos de treinamento mais longos e inviaveis em termos de custo computacional e tempo
de execugao. Para mitigar essas limitagoes, em estudos futuros pode-se considerar aborda-
gens como o uso de técnicas de reducao de dimensionalidade, amostragem estratificada e
otimizacao de hiperparametros para obter um equilibrio entre o custo computacional e a
capacidade de classifica¢ao precisa. O investimento em infraestrutura de computacao, como
o uso de ambientes de computagao em nuvem ou clusters de alto desempenho, também
pode ser uma alternativa para enfrentar os desafios associados ao processamento de grandes
volumes de dados textuais e treinamento de modelos de classificacdo mais complexos. A
consideragao cuidadosa dessas limitacoes é essencial ao lidar com projetos que envolvam
analise de textos em escala, visando alcancar um equilibrio entre desempenho e custo

computacional.

E pertinente destacar que a identificacio precisa de discursos de 6dio é um desafio
significativo devido a sua natureza subjetiva e evolutiva. Dessa forma, o desenvolvimento
de um modelo robusto requer uma analise profunda do contexto, a selecao criteriosa de
recursos e a constante adaptagdo do algoritmo para enfrentar os desafios intrinsecos ao
tipo de dado em questao. A colaboracao entre especialistas em linguistica e profissionais de
ciéncias sociais, juntamente a especialistas em aprendizado de maquina pode ser importante
para abordar de forma adequada os desafios inerentes a classificacdo de discursos de 6dio
em ambientes online. Tais aprimoramentos sao de suma importancia para assegurar que os
modelos contribuam eficazmente para a mitigacao de discursos de 6dio nas redes sociais e

para promover um ambiente digital mais seguro e respeitoso.
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